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Abstract 

Web mining techniques can use to search for 

web access patterns, web structures, regularity and 

dynamics of web contents. Web usage mining 

analyzes Web log files to discover user accessing 

patterns of Web pages. Log file data can offer 

valuable insight into web site usage. It reflects actual 

usage in natural working condition, compared to the 

artificial setting of a usability lab. This paper 

presents web log mining based on hierarchy of web 

usage data by generalized association rule. Multi-

level association rule will be used for implementation 

of generalized association rule. In this system, Web 

log database is used to store web log records of log 

files collected from web server. And web log 

database are constructed via a process of data 

cleaning, data transformation. By using FP tree, the 

system generates rules from web log data, will reduce 

counting phase of association rule since it stores the 

pre-computed count values. Frequent patterns are 

generated instead of page item-sets. The generated 

frequent patterns can later be applied to improve web 

site management, decision making process.  
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1. Introduction 

Web plays an important role and medium of 

information dissemination. There is a need for data 

log to track any transaction of the communications. 

Web mining is the term of applying data mining 

techniques to automatically discover and extract 

useful information from the World Wide Web 

documents and services. Web usage mining is the 

application that uses data mining to analyze and 

discover interesting patterns of user’s usage data on 

the web.  

Web servers register a (web) log entry for 

every single access they get in which they save the 

URL requested, the IP address from which the 

request originated. Web log data are extracted from 

web log files and need to be cleaned and transformed. 

And then these web log data are loaded into a data 

warehouse as a data cube format for mining 

multilevel based patterns. 

Association rule is applied to get relationship 

between each dimension of web log data. In this 

system, mining association rules in hierarchical 

database will be applied in web usage mining. 

2. Related Works 

Agrawal and Srikant [4] observed an 

interesting downward closure property, called 

Apriori, among frequent k-itemsets: A k-itemset is 

frequent only if all of its sub-itemsets are frequent. 

This implies that frequent itemsets can be mined by 

first scanning the database to find the frequent 1-

itemsets, then using the frequent 1-itemsets to 

generate candidate frequent 2-itemsets, and check 

against the database to obtain the frequent 2-itemsets. 

This process iterates until no more frequent k-

itemsets can be generated for some k. This is the 

essence of the Apriori algorithm. 

In [1], discovering usage pattern from web log 

data by association rule mining is presented. 

SOTrieIT algorithm and Apriori algorithm are used 

for mining association rule. In their paper, association 

rule is generated for browsing patterns of web page. 

Those rules can later be applied recommender system 

and predicting user behaviors. Weakness of Apriori 

algorithm is time consuming. 

  In this paper, Apriori algorithm is applied to 

data cube so it reduce the counting step of the 

algorithm since the data cube store pre-computed 

value. 

In [2], discovering association rules from 

OLAP data cube with daily downloads of Folklore 

Materials is presented. In their system, association 

rules based on dimensions instead of browsing page 

are generated. It is fast in processing since data cube 

stores pre-computing counts. Analysis is emphasized 

for all types of documents rather than browsing 

pages. Besides, only four dimensions of documents 

are analyzed in their system. 
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In this thesis, web server log files are used to 

discover the association rules and present the 

relationship of the dimension of these log file.  

In [3], association rule mining method on 

OLAP Cube is presented. In their system, different 

types of OLAP database, ROLAP, MOLAP and 

HOLAP are presented. Then student information 

database are used to discover association rule from 

data cube. It will give the frequent items and rules 

from the data cube.  

In this thesis, web mining is described and 

emphasize on web usage mining. Raw log files are 

preprocessing and stored in the warehouse database. 

Data cube is created from the warehouse database 

and find the association rules from it so overcomes 

the problem of Apriori’s algorithm. 

3. Background Theory 

3.1. Web Mining  

           

Web Mining is the application of applying 

data mining techniques on web data to discover 

knowledge. Web mining also known as web data 

mining. There are three kinds of web mining. 

 

3.1.1 Web content mining 

 

Web content mining, also known as text mining, is 

generally the second step in web data mining. 

Content mining is the scanning and mining of text, 

pictures and graphs of a web page to determine the 

relevance of the content to the search query. 

 

3.1.2 Web structure mining 

 

Web structure mining focuses on the hyperlink 

structure of the web. The challenge for web structure 

mining is to deal with the structure of the hyperlinks 

within web itself. Web structure can be treated as a 

part of web content so that web mining can instead be 

simply classified into web content mining and web 

usage mining. 

3.1.3 Web usage mining 

Web usage mining – web log mining, reveal 

the knowledge hidden in the log files of a web server. 

Application of data mining techniques on large web 

log repositories to discover useful knowledge about 

user’s behavioral patterns and website usage statistics 

that can be used for various website design tasks. 

Web usage mining has mainly focused on the 

analysis of usage patterns recorded in the web usage 

log of web servers. 

3.2 Process of Web Usage Mining 

 Pre-processing: The data available tend to be 

noisy, incomplete and inconsistent. In this phase, the 

data available should be treated according to the 

requirements of the next phase. Since the origin web 

logs data sources are blended with irrelevant 

information, data pre processing acts as an important 

steps to filter and organize only appropriate 

information before presenting to any web mining 

algorithm. The inputs to the preprocessing phase are 

the server logs. The outputs are the user session file, 

transaction file. Preprocessing includes following 

steps: 

 Data Cleaning 

 User Identification 

 Session Identification 

Pattern discovery: Several different methods 

and algorithms such as statistics, data mining, 

machine learning and pattern recognition could be 

applied to identify user patterns. In this system 

pattern discovery, is performed by generating 

frequent of web usage by association rule algorithm. 

The preprocessed log is then passed to a 

mining application for pattern discovery. Usage 

mining algorithm is used to discover patterns. In this 

system multi-level association rule mining by FP-

Growth algorithm will be used. The importance of 

discovered patterns depends on statistical measures 

like support and confidence which are usually 

computed by the mining application. These statistical 

measures provide a first interestingness filter because 

they allow the setting of thresholds that must be met 

or exceeded for pattern discovery.  

Pattern Analysis: This process targets to 

understand visualize and give interpretation to these 

patterns. Pattern Analysis is a final stage of the whole 

Web usage mining. The goal of this process is to 

eliminate the irrelative rules or patterns and to extract 

the interesting rules or patterns from the output of the 

pattern discovery process. The output of Web mining 

algorithms is often not in the form suitable for direct 

human consumption, and thus need to be transform to 

a format can be assimilate easily.  

3.2.1. Data Cleaning 

Elimination of the items deemed irrelevant by 

checking the suffix of the URL name such as gif, 
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jpeg, GIF, JPEG, jpg, JPG. Since every time a Web 

browser downloads a HTML document on the 

Internet, several log entries such as graphics and 

script are downloaded too. In general, a user does not 

explicitly request all the graphics that are in the web 

page, they are automatically down-loaded due to the 

HTML tags. Since web usage mining is interested in 

studying the user’s behavior, it does not make sense 

to include file requests that a user does not explicitly 

request. The HTTP status code returned in 

unsuccessful requests because there may be bad 

links, missing or temporality inaccessible pages, or 

unauthorized request etc: 3xx, 4xx, and 5xx. 

3.2.2. User Identification 

Unique users must be identified using heuristic 

methods that can be used to help identify unique 

users. If the IP address is the same, a reasonable 

assumption to make is that each different agent type 

for an IP address represents a different user. User's IP 

addresses of two consecutive entries are compared. If 

the IP address is the same, both the records are 

considered from the same user.  

Input: N records of web log file  

Output: User sets identified  

Algorithm:  

Repeat steps  

1. Compare ip address of first log entry with ip 

address of second log entry.  

2. If both are same compare the user agent of 

both entries else assume as different users.  

3. If both user agents are same identify both 

entries are from same user.  

3.2.3. Session Identification 

After the preprocessing, the log data are 

partitioned into user sessions based on IP and 

duration. Most users visit the web site more than 

once. The goal of session identification is to divide 

the page accesses of each user into individual 

sessions. The individual pages are grouped into 

semantically similar groups. A user session is defined 

as a relatively independent sequence of web requests 

accessed by the same user. If a user stays inactive for 

a period longer than the  max_idle_time, subsequent 

page requests are considered to be in another episode, 

thus identificated as another session. Web access 

sessions are identified based on IP address and time-

out does not exceeding 30 minutes for the same IP 

Address. A new session is created when a new IP 

address is encountered after a timeout.  

4. The System Overview 

This thesis will present web usage mining by 

generalized association rules. Generalized 

Association Rule – Rules based on Taxonomy / 

Hierarchy of product or page in this web usage 

mining Taxonomy and hierarchies are defined based 

on attributes of web log records such as browsers, 

referrer, status, URL and so on. Web server logs are 

preprocessed including following steps: Cleaning, 

User Identification and Session Identification. Then 

those preprocessed log records are stored in the 

transaction database. Then multi-level association 

rule is applied based on taxonomy of web logs. 

Frequent patterns are generated as output of the 

system as shown in figure1. 

 

 
 

Figure 1. System Overview 

5.Implementation of the System 

At the start of the system, web log must be 

loaded to be analyzed. In the cleaning phase, image 

url is removed. Image url is detected using its file 

extension whether it is .gif, .jpg, .bmp, .png, etc. for 

example, If (url. ends with(“.gif”), remove the 

sentence. Web log records (with date, access time, 

client ip, url, method, status) are stored in the 

memory. 

           In the user identification phase, records 

with same client ip are considered to be one user 

and those records are grouped together. For 

example, log records with client ip address 

192.168.0.1 are assumed to be access by a single 

user and those records are grouped together. 

The main idea of session identification is 

that, access records with different times may be 

different sessions. Hence, in the session 

identification phase, records with same time group 
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from user group are grouped together again to get 

the sessions. For example, client ip 192.168.0.1 with 

different access time records are assumed to be 

different sessions. 

       
       Figure 2. The Process Flow Diagram 

                       

5.1. Preprocessed Web Log Sessions 

 

  After the preprocessing steps, the web log 

records are extracted from web log file as follows. 

Example web log records are shown in table 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Weblog table 

 
 

 

5.2. Generalized Association Rule (GAR) 

 

 Association rules generated from mining 

data at multiple levels of abstraction are called 

multiple-level or multilevel association rules. For 

each level, any algorithm for discovering frequent 

item-sets may be used. In this system, FP-Growth 

algorithm is used. Generalized association rule is 

one of the commonly used web usage mining 

technique. Concept hierarchy is used to illustrate 

the relationship between options provided by 

technician user (site admin or the one who knows 

their domain very well). Concept hierarchy shows 

the set of relationship between different items, 

generalized association rules allow rules at 

different levels. Generalized association rules were 

applied to mine the useful patterns counting. From 

the server logs, hierarchy of the websites is 

determined. Comparing with the standard 

association rules, generalized association rules 

allow rules at different levels. 

 

5.3. GAS in Web Usage Mining 

 

As more organizations view the Web as an 

integral part of their operations and external 

communications, interest in the measurement and 

evaluation of Web site usage is increasing. Server 

logs can be used to glean a certain amount of 

quantitative usage information. Compiled and 
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interpreted properly, log information provides a 

baseline of statistics that indicate usage levels and 

support and/or growth comparisons among parts of 

a site or over time. Such analysis also provides 

some technical information regarding server load, 

unusual activity, or unsuccessful requests, as well 

as assisting in marketing and site development and 

management activities.  

 

5.4. FP-Growth in GAR  

 

Generalized Association Rule by FP-Growth 

has following processes –  

1. Encoding Transaction Table – The first 

step of GAS is the encoding process 

which assigns the number to each item in 

the taxonomy. Pages are encoded with 1, 

2, 3, … according to level they stand in 

the preprocessing steps of web usage 

mining.  

2. Building Primitive Level FP-Tree 

3. Generate candidate high-level frequent 

item sets through merging and grouping 

the frequent item sets at primitive level 

4. Calculate the support of each candidate, 

and select only ones satisfying the 

minimum support;  

 

5.4.1. FP-Growth in GAR – Step 1 

(Encoding) 

 

  Generalized database stores hierarchy 

information encoded transaction table instead of 

the original transaction table. Therefore, each item 

is encoded as a sequence of digits in transaction 

table In GAR, Pages are at the Primitive level in 

the hierarchy and level of taxonomy is determined 

by user input. In generalized association rules, FP-

Growth is utilized to mine from primitive items to 

get frequent item-sets at primitive level. The 

encoding scheme is used to encode the items 

according to the concept hierarchy, which uses 

encoded string to represent a position in a 

hierarchy. In this system, encoded string is used in 

building FP-tree and the description is only needed 

for final display. Encoding process is done 

according to Encode Tables [Table 2]. 

 

 

 

 

 

Table 2. Tables for Encoding 

 
 

 

5.4.2. FP-Growth in GAR – Step 2 (Building 

FP-Tree for Primitive Level)  

 

Normal FP-Growth: In building header table 

and tree, concepts are not considered; only how 

many times that page is navigated (count of visit); 

regardless of browser, method, status and so on. 

FP-Growth with Concept (GAS): In case of 

taxonomy, web pages including taxonomies are 

counted and saved in header table and FP tree.  

Figure 3 shows an FP-tree at the atomic 

level (level 0), and suppose the support threshold 

of level 1 is 3. Let’s show the process to generate 

FP (1)-tree. 

 

 
 

Figure 3. Building FP Tree 
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First, transform the form of items to concept 

level 1, for example, both items “243” and “244” 

in Figure 2 should be changed to “24*”; and then 

remove the repeated nodes, such as the nodes 

“24*:4” and “24*:3” are repeated in the same path 

of FP-tree and the node “24*:4” is the top one, we 

will keep the node “24*:4” and remove the other 

one “24*:3”. After that, the changed FP-tree is 

shown below: 

 

 
 

    Figure 4. Uncompleted FP (1)-tree (step1-2) 

 

Obviously, some inclusive paths need to be 

merged as shown in Figure 4. Such as the two 

paths derived from node “24*:4”, and the two 

paths derived from node “11*:3”. We merge them 

by merging the corresponding nodes. The identical 

nodes in different paths are merged through 

summing the support count of the corresponding 

items. For example, the nodes “11*:3” and “11*:1” 

can be merged as “11*:4”. So after step 3 the 

changed FP-tree is illustrated in Figure 5: 

 
 

Figure 5. Uncompleted FP(1)-tree (step 3) 

The next step is to update the header table as 

described in steps 4 and 5. And then the nodes in 

the FP-tree are sorted as the item order in new 

header table shown in Figure 5. After sorting, the 

inclusive paths are generated again, such as nodes 

“11*:4” and “11*:1” can be merged to “11*:5”. All 

items satisfy the support threshold, so there is no 

need to remove any items in header table or nodes 

in FP-tree. The final FP(1)-tree is shown in Figure 

6. 

 
 

Figure 6.  FP (1)-tree (constructed by algorithm 

CFP) 

 

5.4.3. FP-Growth in GAS – Step 3 Detail 

Explanation (Generating High level 

frequent item-sets)  

 

Step 3 is processed by the following steps: 

1. Change all the items in the header table and all 

the nodes in FP-tree of primitive level into the 

form of level l.  

2. For each path in FP(l)-tree, if there are 

repeated nodes, then the top one will be 

maintained and the others will be removed.  

3. Merge the inclusive paths by accumulating 

support counts of the identical nodes.   

4. Remove the duplicate items in header table, 

and set the frequency of the remaining items 

by accumulating the support count of relative 

nodes in the FP(l)-tree.  

5. Sort the items in the header table in 

descending order of frequency. 

6. Rearrange the nodes in FP(l)-tree with the 

same order of the items as appeared in the 
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header table, and merge the inclusive paths as 

done in step 3. 

7. For the item whose frequency does not satisfy 

the support threshold of level l, not only 

remove it from header table, but also remove 

the relative nodes from FP (l)-tree.  

8. Adjust the node-links. 

 

 
Figure 7. System Generated Association Rules 

 

8. Conclusion 

 

           Discovering the association rule is an 

important data mining function. This system presents 

generating association rule patterns from weblog 

data. In order to analyze the web usage patterns, 

association rule mining algorithm is applied to 

weblog. Relationships of web server log are 

displayed as output in this system. Provide 

information to better accommodate the website based 

on user’s needs. By the study of the result, the web 

system can be reorganized the web site structure to 

access the associated link without delay. Current 

trend of the web user can be analysed.  
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